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Abstract

In this study, an attempt was made to assess the impact of the most popular perturbation movements 
(i.e. Multiple-Swap(2-2), Multiple-Shift(2-2) and Multiple-K-Shift(1)), as well as the number of their 
calls on the quality of solutions and the time in which Swap(2-1) heuristics returns them. For this 
purpose, the iterative local search algorithm (ILS) was triggered, in which Swap(2-1) heuristics has 
cooperated with a single perturbation mechanism. The number of perturbations was changed in the 
range from 1 to 30. Each time the time and the difference between the percentage improvement of 
the objective function value of the solution obtained utilizing the Swap(2-1) algorithm cooperating 
with the perturbation mechanism and this algorithm working alone was checked. Based on the 
results obtained, it was found that the overall level of improvement in the quality of the returned 
solution is similar when using all of the considered perturbation mechanisms (is in the range of 
2.49% to 4.02%). It has been observed that increasing the number of initiated perturbations does not 
guarantee an improvement in the quality of the returned solution. Perturbation movements similar to 
the motion initiated by the local search algorithm do not significantly improve the solution (they only 
entail extending the duration of action).

The structure of the study has the following form. The Introduction chapter provides information 
on the Vehicle Routing Problem. The chapter Research methods contain a description of ILS and 
Swap(2-1) approaches and perturbation mechanisms considered. The last two chapters include the 
results of tests and conclusions.
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1. Introduction

Transport activities related to the obtaining of raw materials as well as the distribution 
of goods, as a rule, require servicing a large group of points often located far away from 
each other. This results in the need to travel long distances, which translates into high 
capital and time consumption of this type of projects, as well as their increased negative 
impact on the natural environment. This is highly unfavorable from the point of view of 
the profitability of the business, as well as taking into account the impact on the natural 
environment, and therefore requires certain rationalization measures. Limiting the capital 
intensity and the negative impact of transport on the natural environment can be achieved 
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in many ways, among which are actions aimed at reducing fuel consumption by reduc-
ing the construction weight of vehicles [13, 17], or the use of alternative drives [3, 9]. 
Significant benefits can also be achieved using mathematical optimization methods [25, 
26, 30]. Additional extremely important advantages of this approach are: the fact that it is 
not associated with the need to incur practically any expenditure (except computational), 
and also that it has the ability to shorten the time of movement also in situations where 
this cannot be achieved by other methods, e.g. by using means of transport capable of 
traveling at a higher speed, which will have to adapt the speed to the applicable restric-
tions dictated by traffic regulations. It is important that different approaches are com-
plementary to each other, and thus, in order to maximize the effect, they can and should 
be used together.

Among the issues of optimizing nature regarding aspects of transport functioning, prob-
lems from the Vehicle Routing group deserve attention. Representing a specific type of 
issue corresponding to the specificity of a large number of real-life problems [1, 6, 18]. The 
general form of the Vehicle Routing Problem (VRP) can be formulated as follows. In the 
base constituting the beginning and end of each route, K vehicles are available to be used 
to carry out the service (consisting in the delivery or collection of goods) of n differential 
in terms of the location customers. Travel routes should be planned so that each customer 
is visited (only once) and the goal function representing the total distance traveled (total 
cost or time associated with completing the task) has a minimum value [6, 18].

The mathematical model of this problem can be presented as follows [18]:
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where: 
V - set of vertices of the considered network, 
cij - cost related to moving from the vertex i to the vertex j, 
xij - a binary variable that assumes a value of 1 in a situation where the connection (i, j) is in the solution 
and 0 in the opposite case, 
K - the size of the vehicle fleet, 
S - a subset of set V, 
r - the minimum number of vehicles necessary to handle the set S. 
 
This study assumes considering a basic variant of the VRP. However, the results obtained will also be 
true for other variants of this problem. Any algorithms considered here may also be used to solve other 
problems in this group (the issues related to their adaptation concern only instructions checking the 
feasibility of the current solution). Many variants of the VRP have been identified in the literature [4, 
12, 18]. Numerous methods of solving them have also been developed, both exact [4, 5], heuristic [4, 
15, 27] as well as metaheuristic [4, 16, 20]. Among these approaches, methods using the iterative local 
search strategy (ILS), which are used in solving a large group of problems from the VRPs family [2, 8, 
19], deserve special attention. 
ILS is an approach that, in order to increase the area of searches and thus improve the quality of the 
returned solution, implements a strategy that assumes repeated sequential calling on the considered 
solution the local search algorithm (algorithms) and the perturbation mechanism (mechanisms). As a 
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K – the size of the vehicle fleet,

S – a subset of set V,

r – the minimum number of vehicles necessary to handle the set S.

This study assumes considering a basic variant of the VRP. However, the results obtained 
will also be true for other variants of this problem. Any algorithms considered here may 
also be used to solve other problems in this group (the issues related to their adaptation 
concern only instructions checking the feasibility of the current solution). Many variants of 
the VRP have been identified in the literature [4, 12, 18]. Numerous methods of solving them 
have also been developed, both exact [4, 5], heuristic [4, 15, 27] as well as metaheuristic 
[4, 16, 20]. Among these approaches, methods using the iterative local search strategy 
(ILS), which are used in solving a large group of problems from the VRPs family [2, 8, 19], 
deserve special attention.

ILS is an approach that, in order to increase the area of searches and thus improve the 
quality of the returned solution, implements a strategy that assumes repeated sequential 
calling on the considered solution the local search algorithm (algorithms) and the pertur-
bation mechanism (mechanisms). As a result, several different local optima are achieved, 
which increases the chance of finding a global optimum, or at least a solution close 
to it [2, 14, 28].

Approaches from the ILS group can use a variety of local search algorithms [2, 14, 19]. 
However, it seems right to assume that the use of algorithms capable of returning better-
quality solutions increases the chance of achieving more favorable final solutions. One 
of the widely used algorithms capable of returning good quality solutions in a relatively 
short time is Swap (2-1) heuristic [11, 24, 29]. This approach seeks to improve the consid-
ered solution by swapping the places of two adjacent clients i and i+1 from route r with  
client k belonging to route r' (where r and r' are routes of solution s). This algorithm as-
sumes that customers moving from route r can be inserted into route r’ in two ways, ie. i, 
i+1 and i+1, i [11, 29].

In fact, it is difficult to assess what effect the disturbing mechanisms have on the Swap 
(2-1) algorithm (and also on any other local search algorithm). It is not known which move-
ments will ensure the improvement of the quality of returned solutions, and which will only 
cause an extension of the algorithm's operation time, and thus a decrease in the effec-
tiveness of the entire procedure. Additionally, it is difficult to determine what the number 
of initiated perturbation movements. Therefore, it seems to be appropriate to carry out 
certain checking activities should be.

The purpose of the work is to assess the impact of specific perturbation movements and 
the number of their calls on the quality of solutions generated by the Swap (2-1) procedure, 
as well as the time in which this structure returns them.
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2. Research methods

The following research strategy was adopted in the study. Swap (2-1) heuristic, whose 
pseudo-code is presented in Algorithm 1, is called in the local search phase by the ILS 
metaheuristics, whose pseudo-code is presented in Algorithm 2. Whereas in the perturba-
tion phase a single perturbation mechanism is used (successive algorithms are tested, 
the specifics of which are presented in Table 1). The number of perturbations in each case 
increased in the range of 1 to 30. This strategy is used for individual test cases, which 
include initial solutions generated randomly following the guidelines contained in Table 2. 
Each time the amount of improvement in the value of the objective function was deter-
mined, as well as the time in which the final solution is returned.

Algorithm 1. Swap(2-1) heuristic

Input

Initial solution s

Output

Locally optimal solution s

1. Procedure Swap2_1(s):
2.  s’ ← s
3.   modification ← true
4.    while modification ≠ false:
5.     modification ← false
6.      for route in s:
7.       s" ← s – route
8.        for i ← 2 to n-2:
9.         for route’ in s”:
10.         for k ← 2 to n’-2:
11.            if condition of enforceability = true:
12.             f(new_s) ← the cost of the solution that would result from implementing the modification
13.               if f(new_s) < f(s’):
14.                 modification ← true
15.                  s’← news
16. return s

The notation contained in Algorithm 1 should be understood as follows. First, the initial so-
lution s is considered as the best current solution s' (line 2). Then (line 3) the modification 
variable, which holds information about whether an improvement has been found for the 
best current solution, is set to true. The while loop (lines 4-15) evokes (cyclically) instruc-
tions from lines 5-15 continuously when the modification variable has a value other than 
false. The first of these instructions is responsible for setting the modification variable to 
false (line 5). The next (line 6) initiates the operation of the iterating for loop along the solu-
tion routes s and calls the instructions responsible for creating the solution s'' constituting 
a copy of the solution s, minus the route currently selected by this loop (line 7) and initiates 
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the operation of the next for loop (line 8). This loop is responsible for iterating over the 
elements of the route (in this way successive vertices i and i+1 are selected) and calling 
the next for loop (line 9), which in turn iterates along the routes of the solution s'' in which 
the next for loop (line 10) selects the next vertices k. This loop also contains instructions 
for checking the feasibility condition (line 11); calculating the value of the solution objective 
function that would result from exchanging the vertices i and i+1 with the vertex k (line 12); 
checking if the value of the objective function of this solution is be more favorable than 
the value of the objective function of the best current solution (line 13), as well as in the 
case where this condition turns out to be true setting the modification variable value as 
true (line 14), generating this solution and adopting it as the best current solution (line 15). 
The last instruction (line 16) is responsible for returning the solution that is the final effect 
of the algorithm.

Algorithm 2. Iterated Local Search metaheuristic [2]

Input

Initial solution s0
Output

Final solution s*

1.  Procedure ILS(s0):
2.   s*←Swap2_1(s0)
3.    while stopping criterion is not met:
4.     s**←Perturb(s*, history)
5.      s***←Swap2_1(s**)
6.       if f(s***)<f(s*):
7.         s*←s***
8.  return s*

The notation contained in Algorithm 2 should be understood as follows. First (line 2) as 
a result of the Swap (2-1) algorithm, solution s*, which becomes the best current solution, 
is generated. Then the operation of while loop is initiated (lines 3-7), which cyclically ex-
ecutes the instructions from lines 4-7 until the stop criterion is encountered (usually, this 
criterion concerns the inability to find improvement). The first of these instructions (line 4) 
assumes calling the perturbation mechanism on the solution s*, as a result of which the 
solution s** is generated. This solution is then modified again by the Swap (2-1) algorithm, 
which results in returning the solution s*** (line 5). The if conditional instruction covering 
lines 6-7 checks whether the value of the goal function of the solution s*** is lower than 
the value of the goal function of the current best solution s* and in the case of the truth of 
this condition, assignment s* ← s*** is made, as a result of which the solution s*** be-
comes the new best solution. The study considered perturbation mechanisms developed 
based on the most common local search algorithms in the form of Multiple-Swap (2-2), 
Multiple-Shift (2-2) and Multiple-K-Shift (1).
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Table 1. Considered perturbation mechanisms

Perturbation Description

Multiple-Swap(2-2)

having random character move aimed at swapping places of two 
adjacent clients i and i+1 belonging to the route r with two clients 
k and k+1 from route r' (performed taking into account four insertion 
options, i.e. i, i+1 and k, k+1; i, i+1 and k+1, k; i+1, i and k, k+1; i+1, 
i and k+1, k) [7, 21, 23]

Multiple-Shift(2-2)

having random character move directed at moving two adjacent 
clients i and i+1 from route r to route r' and two adjacent clients 
k and k+1 from route r' to route r (performed with four insertion 
variants, as is the case of the Multiple-Swap (2-2) mechanism) 
[10, 19, 21]

Multiple-K-Shift(1)
having random character move targeted at the displacement of the 
customer i from route r to the end of route r' [18, 19, 20]

Table 2. Parameters of the used test cases

Problem size (number of vertices in 
the considered network)

Number of routes
Values of cost matrix 

elements

25
50

2-5

1-10
75
100

2-10

10 variants of test cases of each type were generated. Striving to ensure the correct meas-
urement of the algorithm's running time (limiting the impact of other processes imple-
mented by the computer processor), each measurement was repeated five times and the 
obtained values were averaged.

All the algorithms used (including the test case generator) were programmed in Python 
3.7.3. Calculations were made using a computer with Windows Professional 7 64-bit with 
the i5-4590 processor and 8 GB RAM.

3. Test results

The results obtained are presented in the graphs shown in Figures 1-6 and Table 3. The 
data plotted on the graphs shown in Figures 1, 3 and 5 show what the average percentage 
improvement in the value of the goal function of the solution returned by the cooperating 
Swap (2-1) algorithm with a perturbation mechanism that initiates a certain number of 
perturbs relative to the solution generated by the Swap (2-1) algorithm used alone is. The 
charts in Figures 2, 4 and 6 illustrate the impact of the number of initiated perturbation 
movements on the duration of the entire procedure. Table 3 presents the minimum and 
maximum amounts of the average percentage improvement in the value of the objective 
function achieved using individual perturbation mechanisms, as well as the shortest and 
longest times in which solutions were returned.
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Fig. 1. The average percentage improvement in the value of the goal function during using Multiple-K-Shift(1) 
perturbation mechanism

Fig. 2. The algorithm's running time during using Multiple-K-Shift(1) perturbation mechanism
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Fig. 3. The average percentage improvement in the value of the goal function during using Multiple-Shift(2-2) 
perturbation mechanism 

Fig. 4. The algorithm's running time during using Multiple-Shift(2-2) perturbation mechanism
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Fig. 5. The average percentage improvement in the value of the goal function during using Multiple-Swap(2-2) 
perturbation mechanism 

Fig. 6. The algorithm's running time during using Multiple-Swap(2-2) perturbation mechanism



36 The Archives of Automotive Engineering – Archiwum Motoryzacji Vol. 86, No. 4, 2019

Table 3.  Minimum and maximum values for improving the solution quality and algorithm 
running times

Problem 
dimension

The average percentage improvement in the value of the goal function [%]

Multiple-K-Shift(1) Multiple-Shift(2-2) Multiple-Swap(2-2)

Min. Max. Min. Max. Min. Max.

25 2.72 3.68 3.31 4.02 2.49 3.16

50 2.73 2.93 3.38 3.72 2.53 2.82

75 2.78 3.3 3.17 3.56 2.69 3.02

100 3.24 3.65 3.15 3.38 2.83 2.97

Problem 
dimension

Average algorithm running time [CPU seconds]

Multiple-K-Shift(1) Multiple-Shift(2-2) Multiple-Swap(2-2)

Min. Max. Min. Max. Min. Max.

25 0.044 0.06 0.07 0.09 0.06 0.09

50 0.23 0.67 0.1 0.32 0.11 0.33

75 0.28 1.25 0.38 1.67 0.4 1.85

100 1.28 2.38 1.7 3.23 1.9 3.64

The data contained in the graphs presented in Figures 1-6, as well as in Table 3 indicate 
that the use of perturbation mechanisms Multiple-K-Shift (1), Multiple-Shift (2-2) and 
Multiple-Swap (2-2) gives similar results (the average percentage improvement is in the 
range of 2.49% to 4.02%). In the case of using the Multiple-K-Shift (1) perturbation mecha-
nism, a clear increase in the average percentage improvement in the value of the objective 
function related to the increase in the number of initiated perturbations is observed when 
considering test cases of dimensions 25, 75 and 100. Differences between the largest and 
smallest average percentage improvement are respectively 0.96; 0.52 and 0.41. For prob-
lems of size 50, this increase is less intense (the difference is 0.2). The situation is slightly 
different in the case of the Multiple-Shift (2-2) perturbation mechanism, where the differ-
ences for problems of sizes 25, 50, 75 and 100 are respectively 0.71; 0.34; 0.39 and 0.23, 
and thus the smallest change is observed in the case of problems of the largest size. This 
situation is similar to the results obtained when using the Multiple-Swap (2-2) perturbation 
mechanism, where the differences were respectively 0.67; 0.29; 0.33 and 0.14.

In a slightly different way, depending on the number of initiated perturbations, the algo-
rithm's operating time changed (the changes were more pronounced and unidirectional). 
For each of the perturbation mechanisms, the increase in the number of initiated pertur-
bations caused an extension of the time in which the solution was returned. Besides, the 
extension of the algorithm's running time grew more clearly in the case of larger problems. 
The differences between the longest and the shortest averaged of the algorithm running 
time for problems with sizes of 25, 50, 75 and 100 in the case of the Multiple-K-Shift (1) per-
turbation mechanism were respectively 0.016 CPU seconds; 0.44 CPU seconds; 0.97 CPU 
seconds and 1.1 CPU seconds, Multiple-Shift (2-2) 0.02 CPU seconds; 0.22 CPU seconds; 
1.29 CPU seconds and 1.53 CPU seconds, and Multiple-Swap (2-2) 0.03 CPU seconds; 0.22 
CPU seconds; 1.45 CPU seconds and 1.74 CPU seconds.
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4. Conclusions

Based on the obtained results, it can be concluded that the overall level of achieved im-
provement in the quality of the returned solution is similar in the case of all of the consid-
ered perturbation mechanisms. The level of obtained improvement is relatively low (2.49% 
- 4.02%), however, it should be remembered that the Swap (2-1) algorithm belongs to the 
group of local search algorithms characterized by the good quality of returned solutions. 
Besides, it is worth emphasizing that the use of perturbation mechanisms each time led 
to an improvement in the value of the objective function, and thus an approach of this 
type effectively widens the area of search, even in the case of a small number of initiated 
perturbations. It is important that in some cases the increase in the number of perturba-
tions did not significantly improve the value of the objective function (in these cases only 
the calculation time was longer). Therefore, the use of a larger number of disorders will 
not always be justified (especially if the algorithm duration is considered to be the most 
important). It is important that the increase in the number of perturbations does not cause 
a significant extension of the algorithm's operating time, therefore it is possible to use 
this strategy in the case in which one is seeking to obtain better quality solutions at the 
expense of extending the calculation time. It is worth emphasizing that in the case of the 
Multiple-Swap (2-2) mechanism, extending the duration of action when considering prob-
lems of the largest sizes is completely unprofitable, as it leads to a slight improvement in 
the value of the objective function (0.14% when increasing the number of disorders in the 
range of 1 up to 30).

The worst results were obtained when using the perturbation mechanism Multiple-Swap 
(2-2). This is due to the fact that the move initiated by this mechanism is highly similar 
to the Swap (2-1) local search algorithm, and thus the search areas differ only slightly. 
In the case of this mechanism, it was also observed to be the most prolonged action, 
which is due to the complexity of the movement. The shortest operating times were 
recorded when the Multiple-K-Shift (1) disturbing mechanism was used, which is due to 
the specifics of this movement (low complexity, and thus ease and speed of implemen-
tation). The advantage of improving the value of the goal function of solutions obtained 
using this mechanism over the improvement associated with the use of the Multiple-
Swap (2-2) approach is related to the fact that the specificity of this move is different 
from the specificity of move implemented by the Swap (2-1) local search algorithm. Less 
favorable in terms of the operation time, but more favorable in terms of the quality of 
returned solutions is the Multiple-Shift (2-2) perturbation mechanism. Quite unfavorable 
duration of action associated with the application of this approach is due to its com-
plexity. On the other hand, effectiveness is a consequence of a significant distinction 
between the specifics of this move and the specifics of move implemented by the con-
sidered local search algorithm.
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